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This study investigates neural magneto-encephalographic (MEG) correlates of visual form
and motion binding. Steady-state visual evoked fields (SSVEF) were recorded in MEG while
observers reported their bound or unbound perception of moving bars arranged in a square
shape. By using pairs of oscillating vertical and horizontal bars, “frequency-tagged” at f1 and
f2, we identified a region with enhanced sustained power at 2f1+2f2 intermodulation
frequency correlated with perceptual reports. Intermodulation power is more important
during perceptual form/motion integration than during the perceptual segmentation of the
stimulus into individual component motions, indicating that intermodulation frequency
power is a neuromarker of form/motion integration. Source reconstruction of cortical
activities at the relevant frequencies further reveals well segregated activity in the occipital
lobe at the fundamental of the stimulation, f1 and f2, widely spread activity at 2f1 and 2f2
and a focal activity in the medial part of the right precentral sulcus region at the
intermodulation component, 2f1+2f2. The present findings indicate that motion tagging
provides a powerful way of investigating the processes underlying visual form/motion
binding non-invasively in humans.
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1. Introduction

Vision is a process distributed in numerous, densely inter-
connected, cortical areas each dedicated to the analysis of
particular features (Van Essen et al., 1992; Wandell et al., 2007).
Accordingly, a single visual stimulus characterized by several
dimensions (e.g. motion, orientation, color) elicits activity in
specific, distant areas. Within a single area, distinct neuronal
populations sharing the same feature selectivity can be
similarly recruited by a single visual object or by several
independent objects. Perceiving independent perceptual units
thus calls for mechanisms able to selectively link neuronal
activity into distinct “neuronal assemblies” within and across
areas, an issue widely known as the “Binding Problem” (Milner,
7.
(J. Lorenceau).
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1974; Singer and Gray, 1995; Treisman and Gelade, 1980).
Binding-by-Convergence (BBC) and Binding-by-Synchrony
(BBS) have been proposed as potential solutions to the binding
problem (Barlow, 1972; Fries et al., 2001; Singer and Gray, 1995).
Although these two views have been extensively discussed (see
Neuron special issue, 1999), it is possible that both contribute to
solving the binding problem (Fries, 2009; Varela et al., 2001). In
this perspective, neural synchronization in the gamma-band
(GB), often considered as a signature of perceptual binding (Gray
et al., 1989; Tallon-Baudry and Bertrand, 1999), would optimize
the information transfer across hierarchically distributed
cortical areas (Fries, 2009; Tallon-Baudry, 2009). However, the
functional role of GB activity in visual binding remains an open
issue because some studies did not find GB activity or found

http://dx.doi.org/10.1016/j.brainres.2011.05.051
mailto:jean.loreanceau@upmc.fr
http://dx.doi.org/10.1016/j.brainres.2011.05.051


28 B R A I N R E S E A R C H 1 4 0 8 ( 2 0 1 1 ) 2 7 – 4 0
decreased rather than increased GB power (Lima et al., 2010;
Palanca and DeAngelis, 2005). The reasons for this discrepancy
is unclear but however suggests that observing GB activity may
depend upon stimulus features (Friedman-Hill et al., 2000;
Henrie and Shapley, 2005), task and attention (Fries et al., 2002),
or recorded signals (EEG versusMEG; Tallon-Baudry et al., 1997).
More recently, studies brought evidence for a correlation
between miniature eye-movements and gamma-band activity
(Bosman et al., 2009; Dimigen et al., 2009; Yuval-Greenberg et al.,
2008). Thus, GB activity may not always be a reliable marker of
perceptual binding (Herrmann et al., 2004b; Jensen et al., 2007).

In this study, we uncover neural magnetoencephalographic
correlates of perceptual binding by taking advantage of the
‘aperture diamond paradigm’ (Lorenceau and Shiffrar, 1992) in
which periodic oscillations of disconnected bars arranged in a
square shape can beperceived as either a singlemoving shapeor
as unbound moving segments. With these displays, the local
oscillatorymotionof thebars recruitsdirection selectiveneurons
in different locations whose responses are phase-locked to the
fundamental or harmonics of the stimulation frequency for long
periods of time (Ales and Norcia, 2009; Pei et al., 2002). Such
synchronized responses reflect on the human scalp as reliable
oscillatory signals endowed with a high signal-to-noise ratio
(Steady-State Visual Evoked Potential, SSVEP, for EEG or Field
SSVEF forMEG), characterized by narrow andwell-defined peaks
in their Fourier transform, which correspond to the stimulation
frequency or some of its harmonics, depending on the displays
(e.g. flicker or counter-phase temporal modulation). Using
stimuli composed of different frequencies (e.g. f1 and f2) yields
complex evoked spectra not only comprising frequencies related
to the periodic stimulations but also intermodulation terms (nf1
±mf2) which have been proposed to reflect interactions between
specific neural groups (Appelbaumet al., 2008; Regan and Regan,
1988; Victor and Conte, 2000; Zemon and Ratliff, 1984). For
example, when two orthogonal gratings flickering at different
temporal frequencies – f1 and f2 – are presented in binocular
rivalry (one in each eye), EEG recordings reveal enhanced power
at the f1+f2 intermodulation frequencywhen the two images are
perceived as combined (Sutoyo and Srinivasan, 2009). This and
other results (Appelbaum et al., 2008) support the notion that
perceptual integration can be reflected in the intermodulation
frequency terms.

With our displays, seeing a bound moving square requires
the perceptual integration of oscillatory bar motions corre-
sponding, at the physiological level, to integrating responses
to component motion in primary visual cortex – where
orientation and direction selective neurons have small
receptive fields – by higher-order neurons. Using different
oscillation frequencies for each pair of bars and assuming that
activity in higher-order neurons reflects the temporal struc-
ture of their inputs, we predict a power enhancement at the
intermodulation frequencies when bar motions are perceptu-
ally integrated into a bound moving figure. More precisely, we
hypothesize that an oscillatory motion at a frequency f1
(respectively f2) will elicit neural activity at 2f1 (respectively
2f2) in primary visual cortex, because the architecture of
models of motion processing includes a rectification or
squaring term (Rust et al., 2006; Simoncelli and Heeger, 1998)
whose effect is to double the input frequency. Further,
combining the responses from primary visual cortex in higher
order regions involves a non-linear operation expected to
appear at intermodulation terms, mostly 2f1+2f2. According
to this scheme, changes in the power at 2f1+2f2 may bring a
neural signature of whether component motions were or not
bound into a unified motion percept.

To induce different bound/unbound percepts, we relied on
previous psychophysical studies showing that high contrast bar-
ends favor motion segmentation while low contrast bar-ends
favormotion integration (LorenceauandShiffrar, 1992; Lorenceau
et al., 1993; Lorenceau and Zago, 1999). Electrophysiological
studies further showed that surround suppression in end-
stoppedV1neuronswas stronglymodulated by contrast (Sceniak
et al., 1999; Yazdanbakhsh and Livingstone, 2006) and that end-
stopping played a gating role in motion integration (Guo et al.,
2006; Packetal., 2003; Sceniaket al., 1999). It is therefore likely that
perceptual integration into bound or unbound percepts is rooted
in the modulation of end-stopped V1 responses.

In the following, the MEG recordings performed while
participants classified their perception of these motion displays
are analyzed in details to identify and test several candidate
markers of visual form/motion binding. Although the experi-
mental design was primarily conceived to investigate the
relationships between perceptual reports and the SSVEF re-
sponse at fundamentals, harmonics, and intermodulation com-
ponents of themotion stimulus,we also analyzed and contrasted
induced activity elicited by the two percepts in the gamma band.
2. Results

2.1. Behavioral results

The averaged distribution of observers' responses is presented
in Fig. 2 as a function of the 4 luminance conditions. Clearly,
observers mostly perceived a rigid moving square when line-
end luminance was low and perceived disconnected moving
segments when line-end luminance was high. Overall, only
few trials remained unclassified, suggesting that observers
reliably identified one or the other perceptual state over the
duration of a trial. Note that whereas line-end luminance
increases linearly across the first three conditions (Fig. 1),
observers' judgments show a discontinuity in the bound/
unbound classification between conditions 2 and 3, showing
that a small change in bar-end luminance entails large
perceptual modifications. An ANOVA (3×4 factors) conducted
on these data indicated a significant interaction between
perception and condition (p<10−15). Additional analyses for
each percept (1 factor, 4 conditions) showed a significant effect
of the conditions on the response rate for the bound and
unbound percepts (p<10−13 and p<10−14 respectively) but not
for unclassified percepts (p>0.43).

2.2. MEG results

MEG results will be presented in two sections: the first one
concerns evoked fields recorded around relevant frequencies.
Cluster-based analyses (see Experimental procedures) were
performed on the last 1030 ms of moving stimulation to avoid
contamination of the spectral analyses by the transient
motion onset response.



Fig. 1 – Stimuli and protocol. a) Distributions of luminance along the bars used to elicit different percepts for each condition:
from strongly bound (condition 1, darkest gray) to completely unbound (condition 4, lightest gray). All four bars had the same
luminance profile; the mean bar luminance of the bars (dotted line) was the same across conditions. b) Snapshots of the four
conditions used in the study and of the full motion trajectory during the 1.2 s of stimulation. c) Time flow of a trial. A
homogenous background (baseline) was followed by the presentation of a static stimulus (between 450 and 550 ms) and by the
motion stimulation (1200 ms). The response screen appearing at the end of the stimulation indicated the possible choices: black
for bound, white for unbound and gray for unclassified. The disks changed position on each trial to avoid motor preparation
during stimulus motion.

Fig. 2 – Averaged (n=10) response rates as a function of the
different luminance distributions for bound, unbound and
unclassified percepts. Error bars represent ±1 standard error
of the mean.
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We first present results computed on all trials, independently
of observers' perception to assess the efficacy of frequency
tagging. We then contrast bound and unbound evoked activity
at the stimulation frequencies, their first harmonics and the
intermodulation product 2f1+2f2 and present the sources
reconstructed using a minimum norm approach.

A second section investigates gamma induced activity
computed independently of observers' percepts to isolate the
most relevant frequency band which is then used to contrast
trials seen as bound or unbound so as to determine whether
gamma activity provides a signature of perceptual binding.

2.2.1. Activity at the fundamental and harmonics of the
motion tagging frequencies
To determine which cortical regions are stimulated by bar
motion and ensure that our stimuli elicit sustained frequency-
tagged responses,we computed the evoked fields independently
of the experimental conditions or observers' reports. The high
signal-to-noise ratio of SSVEF associated with the oscillating
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bars provides a reliable estimate of the activity common to all
conditions.

The power topography at the fundamental and first
harmonics recorded on the MEG sensors (Fig. 3a) indicates
that activity at the two fundamental frequencies of barmotion
is more posterior and more focal than activity at the two 1st
harmonics, 2f1 and 2f2. The greater activity found for these 1st
harmonics is widely spread across different cortical regions. In
addition, the time–frequency plots (Fig. 3b, example from an
occipital sensor) shows that the oscillatory motion indeed
elicits sustained activity at the expected frequencies.

We more precisely localized the spatial distribution of
fundamental and 1st harmonic activities by reconstructing
the sources of theMEG signals on CollinMNI, while taking into
account the head positionmeasured for each subject and each
run (see Experimental procedures for details). The recon-
structed sources, presented in Fig. 4, reveal a widely-distributed
significant activity, mainly along the dorsal pathway, with
some activity in the ventral stream for the 1st harmonic.

Only a small percentage of sources showed significant
activity at more than one frequency: 7.9% activated at both f1
and f2, and 6.9% at 2f1 and 2f2; for these however, only the
frequency yielding themost significant powerwas represented.
Fig. 3 – Top: Topographies of the steady-state response during the
color map represents the mean power – relative to baseline – at t
and 2f2, right) of the tagging frequency during the last 1030 ms o
observers. Bottom: Time–frequency map of the encircled sensors
activities.
Notably, the activity related to f1 and f2 reveals a clear
retinotopic segregation in the occipital lobe (Fig. 4c), congruent
with the localization of the stimulus in the visual field: sources
associated to the vertical bars moving along the horizontal
meridian (tagging frequency f1, yellow sources), are predom-
inantly found along the calcarine sulcus, while sources related
to horizontal bars moving along the vertical meridian (tagging
frequency f2, red sources) are predominantly distributed
above and below the calcarine sulcus, as expected from the
known retinotopic organization of early cortical areas in
humans (Wandell et al., 2007).

A quantitative estimation of the number of sources reveals
a predominance of f2 and 2f2 activity (Fig. 4b) as compared to
the f1 and 2f1 activity. The weak overlap between the sources
activated by different tagging frequencies, (see Fig. 4b f1 & f2
and 2f1 & 2f2) indicates that the two pairs of bars activated
well-segregated areas within the occipital lobe.

We next seek whether the different perceptual states
modulate activities at the fundamental and harmonics of
the oscillatory motions, by contrasting the power elicited by
the stimuli at the fundamentals (f1 and f2) or at the first
harmonics (2f1 and 2f2) for the bound and unbound percepts.
These analyses were conducted on all sensors and did not
motion stimulation averaged across trials and observers. The
he two fundamentals (f1 and f2, left) and first harmonics (2f1
f stimulation, regardless of the percept reported by the
in a) showing the frequency selectivity of the sustained

image of Fig.�3


Fig. 4 – a) Significant (p<0.05 Bonferonni corrected) sources activated at the fundamental and 1st harmonics of the oscillatory
motions displayed on a posterior view and 2 medial views of the right and left hemispheres. The top-right inset indicates the
correspondence between the bars and the tagging frequencies. Yellow: f1 and 2f1; red: f2 and 2f2. Sources significantly
activated by the two frequencies (f1 and f2 or 2f1 and 2f2), are displayed with the color of the frequency with highest
significance. b) Total number of sources above threshold for the different frequencies (f1, f2, 2f1, 2f2), including sources
significantly activated by more than one frequency. c) Enlarged medial views of the right and left hemispheres.
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reveal any significant power modulation (p>0.05). As percep-
tual classification is correlated to small differences in stimulus
luminance, the lack of a significant effect suggests that
physical differences did not modulate the responses evoked
at early processing stages.

2.2.2. Activities at 2f1+2f2 intermodulation term
As described in the introduction the main goal of this study
was to test whether the 2f1+2f2 intermodulation term is a
specific neuromarker of visual binding. We therefore con-
trasted the 2f1+2f2 power between trials classified as bound
or unbound. This analysis reveals a significant cluster of 3
right frontal sensors (black circles in Fig. 5a) showing power
enhancement at 2f1+2f2 (paired t-test, p<0.05, corrected).

The time–frequency power averaged across these three
sensors (Fig. 5b) is narrow-band around 10.6 Hz and sustained
during the motion stimulation suggesting specific computa-
tions during both perceptual states. The source reconstruction
in Fig. 5c reveals several sources anterior to the precentral
sulcus for which 2f1+2f2 activity was enhanced when
observers reported a bound percept (paired t-test, p<10−4

uncorrected). To further assess the frequency specificity of
this result, we performed the same test with a similar
threshold for 9.5 and 11.5 Hz but did not find any significant
activity in any cortical sources.

2.2.3. Gamma band activity
Previous studies (Singer and Gray, 1995; Tallon-Baudry and
Bertrand, 1999; Varela et al., 2001) suggest that synchroniza-
tion in the gamma band (GB) is a neural signature of visual
binding. According to this hypothesis, in our study, induced
GB power in bound trials should be enhanced as compared to
unbound trials. We therefore computed the trial-by-trial
frequency power for each percept and each observer. We
first determined the frequency band of interest by performing
a time–frequency analysis over motion stimulation for all
trials. As the GB power was greatest between 55 and 85 Hz
(Fig. 6b), we averaged GB activity in this frequency range

image of Fig.�4


Fig. 5 – Intermodulation frequency (2f1+2f2, 10.6 Hz) and percept-dependent activity. a) Topography of the power-log difference
around 10.6 Hz between bound and unbound states. The black disks indicate sensors with significant differences (p<0.05,
paired t-test, corrected). b) Averaged time–frequency plot of the evoked signal (SSVEP) for the bound and unbound percepts and
for their difference across the three frontal sensors shown in a). Time zero corresponds to motion onset; the gray bar around
−0.5 s indicates the time range at which the static bars appeared across the trials (variable durations of the static display, see
Experimental procedures); horizontal lines signal the 10.6 Hz frequency. The black rectangle indicates the time–frequency
window of interest. c) Source reconstruction of the significant 10.6 Hz enhancement during bound percepts relative to unbound
percepts (p<10−4, paired t-test).

Fig. 6 – Induced gamma activity. a) Gamma power averaged between 55 and 85 Hz. Left: topography computed from all trials.
Black disks indicate the sensors with significant gammamodulation (p<0.05, corrected). Right: topography of the difference in
gamma power between bound and unbound percepts. b) Time–frequency plots of gamma activity for bound (left), unbound
(center) trials and their differences (right) averaged across the sensors shown in a). The black rectangle indicates the
time–frequency windows used for the analysis.
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Fig. 7 – Correlation between differential horizontal eye
movement power at 2.3 Hz and differential intermodulation
power averaged on the three significant frontal sensors
shown in Fig. 5.
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across trials. A cluster of numerous occipital and parietal
sensors shows significant GB activity during the motion
stimulation (p<0.05 corrected; left topography in Fig. 6a).
However, the difference in GB activity between bound and
unbound trials was not significant (p>0.05; right topography
in Fig. 6a). Thus, in this study, GBmodulation did not appear as
a reliable neural marker of perceptual binding. Note that
taking the correlation between eye-movements and GB
activity (Yuval-Greenberg et al., 2008) at face value suggests
eye-movements that may have differentiated trials seen as
bound or unbound were similar. This, however, does not
preclude the possibility that theMEG activity and residual eye-
movements that may have survive the removal of trials with
eye-signals are somehow correlated, a possibility investigated
in detail in the following section.

2.3. Oculomotor control

Are eye-movements correlated to oscillatory stimulus motion
and MEG activity? To address this issue, we considered both
the saccade rate and the time–frequency power of eye traces
that may reveal undetected miniature eye-movements possi-
bly correlated to the frequency modulation found in the MEG
data. We first compared the number of saccades on the raw
traces (before saccades removal) for the two perceptual states.
This analysis did not reveal any significant difference between
trials seen as bound or unbound (p>0.15, paired t-test). We
then performed the same analyses as for the MEG signals on
eye traces. Because eye-traces were of poor quality in two
observers due to head shifts and since vertical eye-traces have
lower resolution than the horizontal oneswith our eye-tracker
device, this analysis was conducted on eight observers and
horizontal eye-traces only. However, to increase the number
of trials included in this analysis and to improve the statistical
power, we included trials that were previously rejected
because they were contaminated by eye-movements during
the base-line. We then averaged all trials for each percept and
observers and computed the power spectrum of eye traces
around all frequencies of interest. Comparing the time–
frequency power for trials seen as bound and unbound did
not reveal any significant difference (p>0.21, paired t-test)
suggesting that, on averaged, intrusive eye-movements were
unlikely to account for the differences found in the MEG
signals. However, inspecting the individual results revealed
inter-individual differences: some observers showed sus-
tained power enhancement at the fundamental of the
stimulus oscillation while others showed a decreased power
in the bound/unbound comparison. No such power enhance-
ment was found at any other frequency, in particular at
the intermodulation frequency term that differentiates the
bound/unbound MEG data. We however decided to seek
whether individual eye-data would correlate to intermodula-
tion power.

Fig. 7 presents the powermodulation averaged overmotion
duration for eye-traces and the 10.6 Hz intermodulation
frequency (averaged across the frontal sensors found) for
each observer. As it can be seen, the correlation between both
measures is weak (R2=−0.062), indicating that observers
showing a large difference at the intermodulation frequency
were not necessarily those with larger eye-traces modula-
tions. Overall, these analyses suggest that eye-movements do
not account for the differences found in the MEG data.
3. Discussion

Using visual displays endowed with oscillatory motions and
yielding different perceptual states – a bound moving square
versus independently moving bars – we identified neural
activities reflecting visual processing independent of the
perceptual states — namely activities at the fundamental
and harmonics of the oscillatory motions and activities
correlated to the observers' perceptual reports, characterized
by a different power at the 10.6 Hz intermodulation frequency
(2f1+2f2). In the following, we discuss the possible origins of
these activities and the implications of these results.

3.1. Stimulus versus perception-driven responses

The different stimuli used in this study differed only by small
differences in the distribution of luminance along the bars,mean
luminance being identical in all conditions. As perceptual reports
and the different luminance distributions are tightly correlated,
the MEG results may reflect both stimulus-driven responses and
their perceptual counterparts. It is however unlikely that
observers relied on these physical differences to perform the
task. As amatter of fact, when asked at the end of the experiment
what distinguished the experimental conditions, only one
observer (not included in the analyses) among twelve reported
luminance as a factor. This is expected if observers attended, as
prompted, to their bound/unbound perception rather than to
luminance differences. Moreover, the bound/unbound phenom-
enal differences are highly salient and spontaneously reported by
observers when discovering the stimuli. Moreover, numerous
studies demonstrated (e.g. Carrasco et al., 2004; Reynolds et al.,
2000) that attending to a specific feature enhances the strength of
the responses to this feature (and consequently at the tagged-
frequencies, Pei et al. 2002). In accordancewith these studies, our
MEG results are likely to reflect activity in the circuits involved by
a task bearing on global salient characteristics rather than on an
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otherwise local unnoticed feature, despite the fact that this very
feature drives perception. In this regard, our behavioral results
replicate and extend previous psychophysical studies (Lorenceau
and Shiffrar, 1992) showing that high contrast line-ends favor
motion segmentation while low contrast line-ends favor motion
integration. This perceptual outcome is compatible with the
finding that surround suppression in end-stopped V1 neurons is
modulated by contrast (Sceniak et al., 1999; Yazdanbakhsh and
Livingstone, 2006) and that end-stopping plays a gating role in
motion integration (Pack et al., 2003; Sceniak et al., 1999;
Yazdanbakhsh and Livingstone, 2006). It is therefore likely that
observers' classification into bound or unbound trials is rooted in
modulation of end-stopped V1 responses. The large behavioral
differences observed between the physically very similar condi-
tions 2 and 3 further indicate the high sensitivity of perceptual
binding to these subtle contrast changes. As the analyses were
performed on behavioral results rather than on physical
differences, we shall refer to perceptual binding when discussing
the results.

3.2. Activities at the fundamentals and harmonics of the
motion frequency stimulation

In our displays, the vertical and horizontal line segments
oscillated at two different frequencies. Source reconstruction at
these frequencies revealed a clear segregation in primary visual
cortex: horizontally moving bars elicited activity along the
calcarine fissure while the sources corresponding to the
vertically moving bars fell on both sides of the calcarine fissure,
a finding consistent with their respective position in space
motion axis and the known retinotopic organization of V1
(Wandell et al., 2007). Frequency-tagged moving stimuli thus
offer a “spectral scout” to isolate relevant cortical signals in an
otherwise over rich spectrumofneural activities (Swettenhamet
al., 2009). This result legitimates the use of SSVEF/MRI in source
reconstructionand indicateshowaccuratesource reconstruction
with MEG recordings can be (also see Cottereau et al., 2011).

However, the finding of activity at the fundamental
frequency for both the horizontal and vertical bar motions is
intriguing. This finding is not easily accounted for by a periodic
activity of V1 cells recruited by the oscillatory bar motions. In
effect, one expects that non-direction selective neurons tuned
to bar orientation fire twice during a full cycle when stimulated
by a bar moving back and forth — except at the maxima of the
oscillatory motion. On the other hand, although a single V1
direction selective cell should respond once during a cycle, a
cell tuned to opposite directions at the same location should
respond out-of-phase, eliciting activities at the first harmonic
of the stimulation frequency by summation at the MEG sensor
level. The strong MEG signal found at the fundamental of the
oscillatory motions indicates that this scheme is an over-
simplified view. We yet dot not have a convincing explanation
of this finding, although the precise localization of the sources
of these activities in the occipital pole, their clear segregation in
accordance with both their orientation and tagging frequency
and their congruencywith the expected retinotopic mapping of
these sources within primary visual cortex suggest these
signals are not artifacts. A recent EEG study (Pei et al., 2002)
employing bars moving at tagging frequencies similar to those
used herein (2.3 and 3 Hz) also reports activity at the
fundamentals of the stimulation, confirming that the present
finding is not specific to theparticular displaysusedherein or to
the recorded signals (EEG versus MEG). A second intriguing
feature of the data is the larger activity found for horizontal bars
oscillating at 3 Hz along a vertical path as compared to vertical
bars oscillating at 2.3 Hz along a horizontal path. This finding is
reminiscent of the imbalance between the processing of
horizontal and vertical contours (Aspell et al., 2010; Avery and
Day, 1969). A number of studies have found that larger speeds
elicited larger MEG response (e.g. Kawakami et al., 2002; Lam et
al., 2000). It is however unlikely that the larger maximal speed
of the vertical motion can account for this imbalance as the
difference in speed remains small duringmotion. One tentative
explanation of this difference is that horizontal bars crossing
the vertical meridian recruit homotopic neurons from both
hemispheres whose joint activity may have enhanced the MEG
signal, for instance because of an enhanced synchronization of
homotopic neurons through the corpus callosum (Innocenti,
2009; Nowak et al., 1995).

The cortical sources related to activities at the harmonic
frequencies – 2f1 and 2f2 – reveal a wide distribution that spans
several cortical areas, mostly in the dorsal pathway. The more
occipital activities at the fundamental frequencies and the
spread of activities at the first harmonics suggests that visual
neurons, presumably within V1, transform the incoming signals
in a way that entail a doubling of the input frequencies in extra-
striate areas, a view compatible with computational models of
motion processing (Simoncelli and Heeger, 1998) that include a
non-linear squaring rectification term.

Source localization was performed using the trials from all
experimental conditions. Despite the good signal-to-noise
ratio of the SSVEF and the precise localization of its sources,
contrasting further activities at the fundamental and at the
first harmonics of the stimulation for bound and unbound
percepts yields non-significant differences. Although various
reasons may account for the lack of significance, it is worth
noting that the different stimulus conditions were only
physically marginally different (Fig. 1). The sharp perceptual
differences they nevertheless induced (See Supplementary
movies), for instance between conditions 2 and 3, suggest non-
linear transformations underlie these well segregated per-
cepts. As mentioned above, converging lines of evidence
indicate that line-ends' processing is at the core of this
phenomenon (Lorenceau and Shiffrar, 1992) as end-stopping
is also modulated by contrast changes (Pack et al., 2003;
Sceniak et al., 1999; Yazdanbakhsh and Livingstone, 2006) and
control motion integration (Tsui et al., 2010). The present
results however failed at finding significant neural correlates
of this process at the tagging-related frequencies used herein.

3.3. Intermodulation frequency or alpha rhythm?

The finding of an enhanced focal activity at the 2f1+2f2
intermodulation term in bound relative to unbound trials is
compatible with models of motion integration according to
which a non-linear combination of the two harmonic frequen-
cies underlies perceptual binding. However, the 10.6 Hz inter-
modulation term fallswithin the alpha band (8–13 Hz). Could the
activity at this particular frequency reflect observers' alpha
rhythm rather thanperceptual integration? Several observations
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suggest this is unlikely. First, the sustained 10.6 Hz activity is
associated toa focal right frontal region,which isatoddswith the
usual parieto-occipital location of alpha sources. Two studies
reported an evoked frontal modulation in the alpha band but
found an activity restricted to the left frontal hemisphere during
saccade preparation and production (Brignani et al., 2007) or a
decrease of evoked alpha on some frontal electrodes during
Kanizsa square perception as compared to perceiving isolated
“pacman” inducers (Herrmann et al., 2004a). Second, alpha
frequencyvarieswithobservers' ageor cognitive state (Klimesch,
1999; Posthuma et al., 2001). In the present study, the wide
distribution of observers' ages (mean age 29.3±9.1) results in a
widely spread alpha band activity at the group level (high power
during the resting baseline between 8 and 13 Hz on occipital and
parietal sensors, data not shown). By comparison, the lack of
significant differences between bound and unbound trials at
9.5 Hz and 11.5 Hz suggests that the differential activity centered
on the expected intermodulation term at 10.6 Hz is too specific
and narrowband to correspond to alpha rhythm. Finally, the
10.6 Hz is locked tomotion onset and sustained during stimulus
motion. In the studies we aware of, evoked alpha is usually
restricted to the first 500 ms of stimulation (Freunberger et al.,
2009; Klimesch et al., 2004;Min et al., 2007), isnot phase-locked to
a steady-state stimulus nor sustained during the whole stimu-
lation. The differential narrow band sustained activity at the
10.6 Hz intermodulation frequency found in a cluster of frontal
sensors is therefore more likely to reflect a genuine signature of
visual binding.

3.4. Gamma activity, binding and motion processing

Since the seminal study by Gray and Singer(1989), the existence
and functional role of gamma-band (GB) activity has been
thoroughly investigated in humans with EEG or MEG (Fries,
2009;Tallon-Baudry, 2009).Mostof thesestudies foundenhanced
GB activity when disparate elements are bound into a single
meaningful object relative towhen they are not. In these studies,
the GB modulation was assessed by contrasting objects versus
non-objects (Gruber et al., 2006) or familiar versus unfamiliar
forms (Busch et al., 2006) that, in addition to visual binding,
involved other processes such as object or face recognition (Keil
et al., 1999; Rodriguez et al., 1999), texture segregation (Kinsey et
al., 2011; Revonsuo et al., 1997) or eye-movements (Yuval-
Greenberg et al., 2008). Moreover, the physical differences
between the stimuli used to differentiate bound and unbound
states are often large and salient. It is therefore uneasy to
determine whether perceptual binding per se induces the
observed GB modulations or whether GB activity reflects other
cognitive processes such as object recognition and associated
automatic semantic processes. In our paradigm, the stimuli that
entailed bound or unbound percepts differed only by subtle,
unnoticed, luminance distributions (Fig. 1). Moreover, the bound
or unbound states elicited by these stimuli are equally percep-
tually relevant and presumably not contaminated by high level
cognitive processes: a square moving along a Lissajous' trajec-
tory or two pairs of parallel bars moving independently along
orthogonal axes (see Supplementary movies), such that only
Gestalt stimulus properties – closure, good continuation, com-
mon fate – are perceptually different. This class of stimuli may
therefore be better suited to investigate the relationships
between perceptual binding and GB activity. However, contrast-
ing activity for trials seen as bound or unbound did not reach
statistical significance. This lack of significance differences inGB
activity is not due to a lack of GB responses. A peak of GB power
recorded alongoccipito-parietal sensors is expected for amoving
stimulation (Friedman-Hill et al., 2000; Henrie and Shapley, 2005)
and was indeed found in the present study (Fig. 6a). In previous
studies, GB activity with extended gratings or random dot
kinematograms was found to depend on motion coherence
(Siegel et al., 2007), contrast (Hall et al., 2005), spatial frequency
(Hadjipapas et al., 2007) and to shift toward higher frequencies
for moving, as compared to static stimuli (Swettenham et al.,
2009). Asmentioned above, in the present study, stimuli differed
by small differences in the luminance distribution that entailed
small local changes in contrast, whilemean luminancewas held
constant. In contrast to changes in motion coherence studied
with random dot kinematograms that modulate GB activity
(Siegel et al., 2007) the temporal frequency and directional
content of the stimuli were identical for all conditions and
motion detectability was largely above threshold in all cases.
Studies on neural synchronization in cat and monkeys mainly
used plaid stimuli (Castelo-Branco et al., 2002; Lima et al., 2010;
Thiele and Stoner, 2003). Results from these studies are
contradictory, some finding enhanced synchronization in the
GB for coherent plaids in anesthetized cat (Castelo-Branco et al.,
2000)while others failed to replicate these findings inV1 (Lima et
al., 2010) or MT (Thiele and Stoner, 2003) in awake monkey.
Overall, despite motion stimuli induce strong GB responses, the
modulationof these responses byperceptual binding remains an
open issue. From the present results with highly similar stimuli
eliciting very different percepts, the lack of significant GB
modulation by perception suggests it may not be such a reliable
marker of perceptual binding, at least with the protocol and
stimuli usedherein.Asattentionhasbeen found tomodulate the
GB response (Fries, 2009), we note that the lack of differences in
the GB is at oddswith an interpretation of our results in terms of
difference in attention allocation between perceptual states.

3.5. Eye-movements and MEG activity

Recent studies found that blinks, saccadic or miniature fixation
eye-movements were correlated to EEG or MEG responses
(Bardouille et al., 2006; Bosman et al., 2009; Yuval-Greenberg et
al., 2008). In addition, there is direct evidence fromanimal studies
that neural activity in visual areas may be directly modulated by
small fixation eye-movements, including primary visual cortex
(Engbert, 2006; Hsieh and Tse, 2009; Kagan et al., 2008; Martinez-
Conde et al., 2000; Snodderly et al., 2001). According to these
studies, if observers made different eye-movements during the
bound and unbound trials, one would expect to find differential
activity in these regions depending on perception. Moreover, the
previously observed correlation between GB activity and eye-
movements (Yuval-Greenberg et al., 2008) would suggest that
differences in eye-movement behavior should be reflected in
differential GB activity, especially in the 150–350ms following
motion onset. As mentioned above, that GB activity did not
differentiate perceptual binding is a first, although indirect,
evidence that eye-movements were similar in bound and
unbound trials. Dimigen et al. (2009) found EEG correlates of eye
movements during a 10 s fixation task, time-locked to miniature
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saccades, in the theta and lower alpha frequency bands of
occipital sensors and thus very different from the present results.
Analyzing eye-movement power during motion stimulation
revealed large inter-observer variations restricted to the funda-
mentals of the stimulus oscillations. However, eye-movement
power was not correlated to power at the intermodulation term.
In a recent study Laubrock et al.(2008) found that the rate of
miniature saccades is triggered to the temporal frequency of
apparentmotion. According to this study, if unnoticedminiature
eye-movementshadcontaminatedourdata, the rateofminiature
saccades should reflect the temporal frequency of the oscillatory
motion. Asmentioned above the eye-movement time–frequency
power was highly variable between observers. When present, it
was indeed restricted to the fundamental of the motion
oscillation. The finding of enhanced power at 10.6 Hz intermod-
ulation frequency during bound trials in frontal sensors is thus
unlikely tobedirectly related,or causedby,overteye-movements.
It remains possible that covert attentive tracking of stimulus
motion has differently modulated neural activity. Indeed, one
way to perform the bound/unbound classification is to covertly
attempt to pursue the stimulus. Successful covert tracking may
entail bound responses while failure to covertly track stimulus
motion may entail unbound responses. Although we have no
means to determine whether observers used or not this strategy,
it would make sense with regard to the task at hand. This
interpretation would be in line with the finding of enhanced
intermodulation power in frontal sensors as well as with studies
ofmultiple-object-trackingwhereneural activity in theprecentral
sulcus is modulated by the number of object to track (Culham et
al., 1998; Jovicich et al., 2001). Thus one cannot exclude that our
displays elicited different attentional strategies depending on the
number of moving objects, a single square shape during bound
percepts and four independent bars – or twopairs of bars –during
unbound percepts.

3.6. Intermodulation activity: localization and
functional role

The significant enhancement at the 10.6 Hz intermodulation
frequency is restricted to several frontal sensors (Fig. 5a).
Source reconstruction of this well defined spectral activity
reveals a focal localization on the medial part of the right
precentral sulcus (Fig. 5c; Talairach coordinates: x=11.06;
y=−23.47; z=73.11).

This finding appears at odd with countless studies and
models suggesting that motion integration involves the dorsal
pathway and specifically propose that area MT combines the
V1 responses to component motion into a coherent pattern
motion (Castelo-Branco et al., 2002; Movshon et al., 1985;
Simoncelli and Heeger, 1998). However, this view is mostly
based on studies using plaid stimuli. A recent electrophysio-
logical study using non-overlapping gratings failed to report
motion integration in MT (Majaj et al., 2007). However the high
contrast gratings used in this study do not elicit coherent
motion percepts in humans (Lorenceau and Zago, 1999), such
that it is not easy to determine whether MT neurons integrate
non-overlapping component motions. With the non-over-
lapping moving bars used herein, the contrast between bound
and unbound percepts did not elicit significant differences in
the dorsal pathway in the frequency range tested. One
possibility is that MT receptive fields are too small (less than
4 dva at the eccentricity used here; Gattass and Gross, 1981;
Komatsu and Wurtz, 1988; Mikami et al., 1986) to encompass
themotion of neighboring bars (3 dva from fixation, bar length
5 dva) so as to drive an intermodulated responses. This is
however untrue for the larger MST receptive fields. This does
not mean that the MT/MST region was not recruited by our
stimuli as activity at the harmonic frequencies lies along the
dorsal pathway, but suggests that intermodulation signatures
of form/motion integration occur elsewhere.

Given the visual nature of the tagging stimulation and
previous functional localizations of frontal regions (Hagler and
Sereno, 2006; Paus, 1996), it is possible that the sources of the
10.6 Hz power enhancement identified in the medial part of the
right precentral sulcus when contrasting bound and unbound
percepts are part of the Frontal Eye Field region (FEF), although
they are located slightly more posterior and more medial than
that delineated using saccadic eye movements as a functional
localizer (Paus, 1996). As the FEF location is linked to similar
anatomical landmarks across subjects (Lobel et al., 2001),
reconstructing the sources of activity using a single Collin 27
structural MNI, as done here, may introduce localization biases
given the large structural inter-subject variability in this region
(Lobel et al., 2001; Paus, 1996). Thus the anatomical localization
found here should be considered with caution.

However, the existence of reciprocal connections between
FEF and the visual motion areas MT/MST (Boussaoud et al.,
1990; Stanton et al., 1995, 2005) and the known implication of
MT/MST in motion processing support the view that the
frontal activity found during motion binding could be related
to the FEF region. Also, the diversity of neural activities in the
FEF region, including motor neurons, visuo-motor neurons
and notably purely visuals neurons (Kirchner et al., 2009; Peng
et al., 2008)and its implication in spatial attention, visual short
termmemory (Takahama et al., 2010; Tark and Curtis, 2009) or
perceptual decision (Ferrera et al., 2009) question the exclusive
implication of the FEF in oculomotor behavior and point to a
wider functional role of FEF in visual processing than
previously thought. Of interest for the present discussion is
the recent finding of an implication of FEF in motion
processing and anticipation (Ferrera et al., 2009) as well as a
neuronal selectivity for 2D form (Kirchner et al., 2009; Peng et
al., 2008). If the enhanced intermodulation term for bound
trials was tied to SEF or FEF, this would rise the intriguing
possibility that perceptual binding for overt or covert action
(as discussed in the previous section) is characterized by a
specific neural signature in the frequency domain. At least,
the present data indicate that frequency-tagging with moving
displays elicits specific enhanced power at the intermodula-
tion frequency thus providing an electrophysiological marker
of form/motion binding.
4. Experimental procedures

4.1. Participants

Twelve naive right-handed volunteers with normal vision
took part in the study (6 women and 6 men, mean age
29.3±9.1 years). All participants provided informed written
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consent and received a financial compensation for their
participation. All procedures were approved by the local
research ethics committee (Comité de Protection des Per-
sonnes Île-de-France VI, Paris, France).

4.2. Stimuli and procedure

The stimuli were presented via a mirror at the center of a rear
projection screen using a calibrated video projector (1024×
768 pixels; refresh rate, 60 Hz) located outside the shielded
recording room. The distance between subjects' eyes and the
screen was 0.85 m. The stimuli were composed of two pairs of
horizontal and vertical bars (mean luminance 45.7 cd/m2;
length 5.0° of visual angle, dva thereafter; mean distance from
the center 3 dva) displayed on a gray background (mean
luminance 23.6 cd/m2) and distributed so as to form a square
shape (6.8×6.8 dva) with invisible corners around the central
fixation point (Fig. 1b). The bars could remain static ormove as
follows: the horizontal bars oscillated in phase along a vertical
axis at f1=2.3 Hz, while the vertical bars oscillated in phase
along a horizontal axis at f2=3 Hz. This stimuluswas expected
to trigger the responses of direction selective cells at different
harmonics of the bar motion frequencies, thus allowing the
identification of neural populations responding to the vertical
and horizontal motions. After our hypotheses, responses at
intermodulation frequencies should reveal neural populations
responding to a combination of these component motions.
With oscillatory motion frequencies of 2.3 and 3 Hz, the first
harmonics are 4.6 and 6 Hz and the 2f1+2f2 intermodulation
term is 10.6 Hz. Motion amplitude was identical for the
horizontal and vertical motion and equal to 1.2 dva.

As the perceptual binding of the component motions into a
rigid moving shape is known to depend on the luminance ratio
between the center and line ends of the bars (Lorenceau and
Shiffrar, 1992), we designed four conditions, each characterized
by a triangular distribution of luminance along the bars, as
shown in Fig. 1a. High-luminance line ends yield a percept of
unbound moving bars, while low-luminance line ends favor the
perception of a bound shape. Preliminary behavioral experi-
ments were conducted to choose luminance distributions
yielding graded percepts: from strongly bound (condition 1) to
completely unbound (condition 4). Note that the mean lumi-
nance of the bars is identical in all conditions. These stimuli,
when static, are hardly discriminated on the sole basis of their
luminance distribution (Fig. 1). In contrast, when moving, the
different stimuli elicitedhighlydiscriminableperceptual states: a
squarewith invisible cornersmovingalongaLissajou's trajectory
– a rigid boundpercept – or barsmoving independently along the
vertical and horizontal axes — a deforming unbound percept.
Note that when asked whether they noticed the differences in
luminance distribution, only one observer (not included in the
analyses) among the twelve that performed noticed these
differences.

Experimental trials comprised four periods as follows: A
fixation point is first presented on the screen for 1.5 s (t=−1.5 to
t=0). At t=0, four static bars are displayed for a duration varying
randomly between 450 and 550ms. This static phase is directly
followed by 1.2 s of motion where both pairs of bars move sinu-
soidally along their orthogonal axis. Finally, a response screen
with three color-coded circles displayed side by side is presented
to indicate which response is associated with each button of the
mouse: black for a rigidlymoving square— boundpercept;white
for independent bar motions — unbound percept; gray for an
indecipherable percept or to signal an intrusive perceptual
switch — “unclassified trials” thereafter. In order to minimize
artifacts associated with motor preparation, the horizontal
positions of the three circles were randomly shuffled on each
trial so that observers had to wait for the response screen to
encode their motor response. Each subject underwent 8 runs of
60 trials each (15 trials per condition) for a total of 120 trials per
condition.

4.3. MEG recordings

Continuous magnetoencephalographic signals were collected
at a sampling rate of 1250 Hz, using a whole-head MEG system
with 151 axial gradiometers (CTF Systems, Port Coquitlam,
British Columbia, Canada), and low-pass filtered on-line at
300 Hz. Before each run, head localization was measured with
respect to the MEG sensors using marker coils that were
placed at the cardinal points of the head (nasion, left and right
ears). Eye movements were recorded with an ISCAN eye-
tracking system (240 Hz sampling rate). We also recorded the
signal of a photodiode that precisely detected when the bars
appeared on the screen. This allowed us to correct for the time
delays introduced by the video projector (~24 ms) and to
compute event-related magnetic fields (ERFs) precisely time-
locked to the real stimulus onset.

4.4. Data analysis

Data were first pre-processed using both CTF and in-house
software (http://cogimage.dsi.cnrs.fr/logiciels/). Trials con-
taminated by eye movements, blinks, or muscular artifacts
were rejected off-line on visual inspection of ocular and MEG
traces. Time zero was set at the onset of motion as obtained
from the photodiode signal. Global analyses were performed
on all trials independent of observers' percepts. Contrasts of
MEG activity were computed between bound and unbound
trials, as classified by the observers; unclassified trials were
discarded from these analyses.

Most analyses were performed on averaged signals (SSVEF)
but some were also performed on a trial-by-trial basis in order to
highlight activity thatmay not be time-locked to the stimulation.

4.4.1. Time–frequency analysis
A time–frequency wavelet transform was applied on both the
averaged SSVEF and a trial-by-trial basis in order to respec-
tively analyze the evoked frequency components phase-
locked to stimulus and the induced components non-phase
locked to the stimulus (Tallon-Baudry and Bertrand, 1999). The
wavelet transformswere computed for eachMEG sensor using
a family of complex Morlet wavelets (m=10), resulting in an
estimate of the signal power for each time sample and each
frequency between 1 and 100 Hz with a resolution varying
with the frequency (Wf=0.235f in frequency and Wt=3.74/f in
time). We focused the analysis on the range of the tagging
frequencies (1–15 Hz; frequency step, 0.2 Hz) and the gamma
band (40–100 Hz; frequency step, 2 Hz).

http://cogimage.dsi.cnrs.fr/logiciels/
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4.4.2. Statistical tests performed on the time–frequency analyses
Significance of the differences in all performed contrasts was
established using a nonparametric cluster randomization test
across spatial domain (Maris and Oostenveld, 2007; Nichols
and Holmes, 2002). This test effectively controls the false
discovery rate in situations involvingmultiple comparisons by
clustering neighboring quantities that exhibit the same effect.
For the amplitude analysis, the neighborhood was univariate
across space (adjacent sensor over the scalp). The permutation
method exhibits values whose t statistics exceeded a given
critical value when comparing two conditions value by value.
In order to correct for multiple comparisons, neighbor values
exceeding the critical value were considered as a member of
the same cluster. We take the usual critical value of 2 (Maris
and Oostenveld, 2007). The cluster-statistic (CS) was taken as
the size of each given cluster. Evaluating the cluster-statistic
distribution through 1000 permutations controlled the false
discovery rate (Pantazis et al., 2005). Each permutation
represents a randomization of the data between the two
conditions and acrossmultiple subjects. For each permutation
the cluster-statistics were computed by taking the cluster with
the maximum size. The threshold that controls the family
wise error rate (FWER) was determined according to the
proportion of the randomization null distribution exceeding
the observed maximum cluster-statistic (Monte Carlo test).

4.4.3. Source modeling
For each significant difference found at the sensor level, we
reconstructed the sources of the activity to localize the
corresponding brain regions. Sources of the MEG signals
were estimated with the BrainStorm software (http://
neuroimage.usc.edu/brainstorm) using a spherical head vol-
ume conductor and the cortical template “Colin27” of the
Montreal Neurological Institute (MNI, http://www.bic.mni.
mcgill.ca/). Co-registration of the anatomical template with
the MEG coordinate system was achieved for each subject by
aligning the positions of 3 reference coils with their corre-
sponding anatomical landmarks (nasion and pre-auricular
points). The MEG source imaging consisted of elementary ECD
10,000 sources distributed at each cortical node and normal to
the cortical tessellation (Baillet et al., 2001). We used a
minimum-L2-norm approach (Hämäläinen et al., 1993) to
obtain one time course for each subject, condition and node of
the cortical tessellation. As the duration of the motion onset
asynchrony varied from trial to trial, SSVEFs were triggered to
motion onset before averaging. For each of the 8 runs and for
each subject, the responses were averaged across all trials and
separately for bound and unbound trials. For each subject, the
corresponding global responses were obtained with a weight-
ed averaged across the runs with respect to the numbers of
trials of each category. This methodology takes head position
recorded at the beginning of each run into account to enhance
the precision of the reconstruction.

4.4.4. Spectral analysis on source time courses
For the cortical source time courses (SSVEF), we estimated the
power spectrum over two periods, one during the static
display (baseline) and the other one during motion stimula-
tion. This spectral analysis was performed using a Welch's
periodogram (Marple, 1987) associated with Hamming win-
dows. The analysis of the stimulation period was conducted
on the last 1030 ms of the moving stimulus so as to exclude
the expected M100 component following motion onset. The
baseline signal was estimated on a time window of same size,
from −1700 ms to −670 ms before motion onset. Given these
parameters, the frequency resolution was 0.61 Hz for all
spectral analyses. A base-2 log-transformed ratio of the signal
power relative to the baseline was taken as the measure of
interest; log-transformed data approach a normal distribution
prior to performing statistical analysis, allowing the use of
standard parametric tests to assess the statistical significance
of the observed effects (Kiebel et al., 2005). Power spectrum
estimations were also performed on the eye-movement data,
in order to assess potential differences in oculomotor behavior
depending on observer's perceptual state (bound or unbound).

Supplementary materials related to this article can be
found online at doi:10.1016/j.brainres.2011.05.051.
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